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Abstract

One of the issues of making an additive robot is posture balance control in a dynamic environment. In traditional method, we would
build a kinematic and a dynamic model to estimate the ideal posture to counter the dynamic environment. Nowadays, the
development of Reinforcement Learning (RL) attracts the researchers and engineers. It can solve multi-dimensional problems and
give optimal solutions. There are already some successful applications of RL in robotics. In this topic, we attempt to use one of the
RL methods, Deep Q-Network, to acquire a proper control model to make a quadruped robot balance on a balance board. The main
idea to achieve robot balance is knowing the relationship of the robot posture and the ground. Therefore, we use a series of raw data
from Inertia Measurement Unit and the position of foot end-point as the input. The control model outputs the final position of the
foot end-point in order to adjust the posture. With proper design of the training parameters and train environment, we successfully

obtained a control model that balance the quadruped robot when the ground tilt in random direction.
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1. Introduction

In classic robot control, dynamic and kinematic analysis is
necessary to get the control model. Even though those
techniques could help acquire a robust control model, the
process is mathematically complicated for a multi-DOF(degree
of freedom) robot. The Machine Learning (ML) technique can
categorize input data and generate a result, and the input data
can mix with multiple sources. These characteristics make
Machine Learning useful for solving a multi-dimensional
problem. One of the common, and well-known ML algorithm is
Deep Learning. The model learns the desired output with a
group of expected input and output pairs (supervised data)[1-2].
Supervised data pair could be a known question and correct
answer. But in robotics control, it is difficult to predict the
correct answer in complex (multiple input) situations, there
could be even no correct answer. Therefore, we prefer
unsupervised techniques in robot control. Reinforcement
Learning (RL) is @ more common application[3-6]. RL does not
require labeling the correct output. There is only desired output,
by providing a guideline for the training agent. The principle of
the training agent is maximizing the reward it can get by taking
action.

In this paper, we introduce the procedure of implementing
Deep Q-Network, one of the techniques of RL, to acquire a
control model in simulation. The objective of the model is to
keep the quadruped robot body remain horizontal. It requires
direct input of sensory data and minimal information on the
robot's state, to maintain a quadruped robot body and remain
horizontal during operation.

2. Deep Q-Network

Deep QNetwork (DQN), or Deep Reinforcement Learning, is an
algorithm derived from QLearning. The feature of DQN is it uses
an artificial neural network(NN) to present a control model
(policy ). NN can extract the characteristic of enormous input

data, the so-called State (S). The output of NN represent the
expected reward (Q) that the training agent can get by taking
Action (A). The NN that represents the policy is called Policy
Network (PNN). Since it just like a table recording expected
reward of each State and Action pair. We can also use Q. (S, A)
to represent PNN.

According to Mnih et al.[7], presenting a nonlinear function
such as NN is unstable to represent policy. This may be because
the correlation between data sequences is high, and the small
change of update may significantly change the distribution of
the NN. They present two solutions:

1. Experience replay: There is a memory that stores the
“experience”. Experience record the new State S;,, after a
timestep t by taking a specific Action A, and the Reward R
that training agent received. Thus one experience can
represent as a tuple of (S;, A;, R, S;+1) in each time step
t. When in learning stage, the agent randomly samples a
number of transitions from memory to perform update

2. Generate the other neural network, called Target Network
(TNN). TNN is a copy of PNN, it is used for generating
expected best return of new State-Action pair
(maxQ;(S¢41,4)). TNN is synchronized with PNN every
numbers of steps and hold fixed between individual
updates. This solution lower the error of supposed
expected return and current State-Action value.

The workflow of DQN is shown in Figure 1. At first, after the
initialization of the training environment. The training
environment samples an initial current state(St). Then process
moves to the execute phase. In the execution phase, the agent
decides whether to choose an action from the PNN or randomly
samples action from the action space base on ¢ -reedy
mechanism[8]. The agent interacts with the environment by
executing the action A;. The time step move to the next one (t +
1), environment returns the new state S;,; and areward R. The
next step is gathering the experience data (S;, A;, R, S¢41)
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Figure 1. The detailed workflow of Deep Q-Network.
and send the experience to memory. The new state replaces the
old current state, and the cycle continues.

In the learning phase, several experience data are randomly
picked from the memory (a min-batch). The agent uses these
data to calculate the loss for maintaining the weight of PNN. The
loss function is defined below:

L(6) = E(s, 4, R Sir)~UD) [(Rt+1 +ymaxQn(Seq,a;0') —
2
Q(S Ay 9)) ] (1)

where L is the loss function, 8 represents the weighting
parameters in PNN, and 6’ are the parameters in TNN;
Q(S;, Ag; ) is the state-action value acquired from the PNN;
maxQ,(Sy41,a;60") is the maximum new state-action value in
the TNN; y is the discount rate; The symbol E(s, 4, r,s,, )~U(D)
denotes a set of experience data pulled uniformly random from
a data pool D, where storing experience in each time step t.
Note that, it does not matter whether the learning phase should
be synchronized with the execution phase. Both can function
individually.

3. Training environment and DQN implementation

3.1. Training environment

Figure 2 shows the view of the simulated quadruped robot and

environment. The ground (Figure 3) has the capability of rotating

in the X, Yaxis, which is the distrublance source. The following

parameters are the setup of the training process and the training

environment:

. Simulator minimal time resolution: 4 ms; We design the
parameters considering the working frequency of the
IMU sensor

. Initial robot height: 35 cm. This indicate the initial
distance between the robot body and the ground. For the
foot endpoint position y of each leg.

o Robot execute action frequency: 5 Hz; This is the
operating rate of the robot execute
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Figure 2. Simulated quadruped robot
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Figure 3. Configuration of ground rotation

an action. It is also the same as the decision rate of the
learning agent.

. Ground max incline angle: 7 degrees; The ground tilt
angle is random in our design. This parameter defines the
maximum angle of the ground incline in any direction.

. Ground angular velocity: 3.5 degrees/second; The
parameter refers to the lean rate of ground on axis X and
Y.

. Ground change period: 10 second; This is the time that
must pass before ground lean to another direction and
angle.

. Fail definition: When the robot tilt angle is greater than 6
degrees, we define it as a fail operation. We will reset the
simulation while keeping the learning system alive.

3.2. Deep Q-Network parameters design
The strategy is to let the learning agent identify the relation of

robot’s posture and ground. The action is the tilt direction along

the robot body. Finally, the robot adjust the robot leg based on

the action, and make the body of the robot remain balance.

. State:
The state contains the information of robot posture and
lean angle. In our configuration, we put the vertical
distance of foot endpoint correspond to the robot body
(H), and a series of raw angular velocity (V;) and
acceleration (Acc;) data from simulated IMU sensor. We
use a series of data since we expected that it contains
characteristics to represent the robot posture (Acc;) and
dynamic motion (V;). Equation below is the state design:

St = {Hyp, Hrp, Ho, Heyo
Vx,t' Vx,t—lv Vx,t—Sv Vy,tv Vy,t—l e Vy,t—s
ACCy py) ACCyp—g v s ACCy 114, ACCyt_15

Accy, ACCyp_p v  ACCy 14, ACCy 15} (2)
Where S; is the state at time t; H;p, Hgp, Hiy, Hry
represent the height of left front, right front, left hind and
right hind foot; V, ., V, . represent the angular velocity
along with robot axis X and Y at time t. Accy;, Accy
denote the acceleration along robot axis X and Y
respectively. Note that 1 time step is 4 ms.

. Action:
We define two actions that denote the height change
command on the endpoint of the robot legs, for X (roll)



direction and Y (pitch) direction. We set the motion in
both directions to be symmetric. For example, if X action
is up, the left side will push up while the right side will pull
down in the next step. The detailed action setup shows
below:

Ay € (=3, kn, . 3mm sk = =3+ ;n = 0~20}

61

Ay, €{-3,..ky,..3mm;k=-3 o= 0~20} (3)
Where n can also viewed as the resolution of action.

. Reward:
In this research, we only implement 3 reward:
i Instant incline angle (degree): The value is based
on the instant robot incline angle (degree )in new

state (¢):
R = 0.4 x e7157abs(9)
(4)
Figure 4 shows the distribution of this reward
function.

-2

Figure 4. Reward distribution of instant incline angle

iii. Toward horizontal: The purpose of this reward is
further encourage agent stay around horizontal. It
gives reward when the change of incline angle (A¢g)
is more horizontal and give punishment if ¢

become larger after action execution. The
distribution is shown in Figure 5.
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Figure 5. The reward distribution of different situation. Green line
represent reward, while red line is punishment.

iii. Fail: If ¢ is larger than 6 degree. Give -0.5 as
punishment.
. Other parameters:
There are 2 important parameters. One is learning rate,
which refer to the change rate of weight pararmeters in
PNN. The value we set is 1073; The other parameter is
discount rate y, the value is 0.1. The value is relatively low
since we expect the agent choose action depent on
current situation instead of unknown future.

4. Training result

The training process took about 200k decisions to become
stable. Then we save the model and deploy it. Figure 6 Shows
the deploy result. We can observe that when the ground lean to
a random direction. The control model can maintain the robot
body to horizontal. We also put a video link below the figure.

Figure 7 shows the data record of the deployment. We focus
on the ground incline angle on axis X, Y, and the distribution of
roll, pitch angle of the robot. The dot lines represent the
timestep when the ground tilt to another random direction. The
result shows that the learning agent not only learns to maintain
the robot body to horizon, it also learns to reduce movement or
even stop moving when the robot body’s inline angle is very
close to 0.
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Figure 6. Execution result of the trained control model. The video
record link: https://youtu.be/SSIKzoDHBgM
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Figure 7. Detail record of ground rotate angle (Top 2) and the roll and
pitch angle of the robot body. The dot lines mark the timestep when
ground change its incline direction

Even though the control model can maintain the robot body
to the horizon, we still observe (timestep 60~80 second) a high
peak when the ground rotates both axis X, and Y significantly at
once.



5. Conclusion

We successfully use one of the Reinforcement Learning
techniques, Deep Q-Network, to acquire a control model in
simulation. The control model can maintain the robot body
when the ground rotates in a random direction. The State design
allows the model to identify the relationship between the
robot's posture and the incline angle, and the direction of the
ground. It is also possible for a NN to extract characteristics of
the robot’s posture from the series of simulated raw sensor data.
The current parameter design cannot handle the condition when
ground rotate both axis X, and Y significantly at once.
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